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MWA and PAPER

PAPER MWA
Antenna dipole phased dipole tiles

antenna positions grid radial
spectrum 100-200MHz 80-300MHz
location Karoo Desert (SKA-South Africa) Western Australia (SKA-Australia)

field of view 60 degrees 30 degrees
Strength systematic rejection imaging capability

Weakness limited sensitivity uneven spectral coverage
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Epoch of Reionization Requirements
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100MHz Foreground removal must have same noise level as reionization signal
simultaneous with ~10MHz cosmological bandwidth

100kHz oversample reionization signal by x10

10s preserve fringes (to ≈ 10°) on longest baseline

200m sample the brightest modes 
Maximum useful baseline length
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PAPER MWA HERA
Data Rate

Bandwidth

Total Lifetime 
Volume

25MBps 225MBps 166MBps
10s,

100MHz,
100kHz

2s
30Mhz
20kHz

10s,
100MHz
100kHz

170TB 1.5PB 1.11PB
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• the analysis requires a 12 order of magnitude (1PB -> 1kB) compression
Examples: of things EoR is not like:
• human generated data (social media)
• simulations
• pattern search (spam, intelligence, SETI)

• Examples of things EoR IS like:
• Deep space communications (super extreme compression)
• Saving for retirement
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PAPER overview
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MWA Overview
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Monitor and Control 
Database

  Tile
+Beamformer Receiver 

Variable: Pointing

Variable: Tuning

Variable: integration size

Correlator

x8

x8

Pawsey 
Archive
Perth

MIT Cluster



Primary MWA EoR Processing pipeline 
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Primary PAPER Processing Pipeline
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Pipeline comparison
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Raw Data
(25 MBps)

Averaging on The Distiller
x70

Transport 
(Internet ~40MBps)

Calibration

Foreground Filter

LST Average
(corner turn)

Power spectrum

Raw Data
(225 MBps)

Averaging x2

Transport via NGAS
(Internet ~300MBps)

Calibration

Foreground Model Subtract

LST Average
(bootstrap)

Power spectrum

Grid 
(112 seconds)

Time grid 
(120 seconds)

PAPER MWA



NGAS

• postgresql database of files

• web API

• scripts interact with database to:
data replication
archiving
availability
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Some MWA numbers
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Some MWA numbers
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100 independent computers in the array

74 tables in monitor and control

5 key observing control parameters

330 TB of EoR per person

14151 observations since July 1, 2013
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Some PAPER numbers

22

7 Number of new arrays commissioned

0.75 Average number of FTEs doing commissioning

6 Average number of times data moved during operations

0.183$ Average price paid per GB of storage

15000 Approximate number of hours recorded to date

3 number of data loss “events”



Typical Problem Areas

• transitioning to HPC with lots of data

• situational awareness
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Situational Awareness

• Operations

• Scheduling snafus

• firewalls

• turnaround time

• whut is my telescope doing?
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Trying to mine the metadata
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M&C 
DB

M&C
CLONE

MIT
cron job, 
python 

aggregate

fusion table

Google charts api

Perth
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Managing the observing
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Data flow
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Node 10 added

Node 14 added

Scheduled
Observed
@ MIT
Converted
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MWA Processing times
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Step Times 
record observation

transfer to Primary Archive in Perth
transfer to US MIT EoR Archive

Average, flag, convert
calibrate, subtract foreground 

mode, grid

sidereal time average

1.86 minute
20 seconds
45 seconds
12 minutes

45 minutes

~1 minute



MWA times
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Step Times 
record observation

transfer to Primary Archive in Perth
transfer to US MIT EoR Archive

Average, flag, convert
calibrate, subtract foreground 

mode, grid

sidereal time average

1.86 minute
20 seconds
45 seconds
12 minutes

45 minutes

~1 minute

Summary: 
total linear time to process 1000 hour observation = 3.66 years
estimated wall time ~ 47 days



Computing on the data

• Shared resource  with different usage models

• transferring data 
(newly arriving data, hashing, results of averaging)

• converting data 
(data bound, uses many cores)

• subtract and average 
(data bound)

• lst average 
(combines many data points, a corner turn)

• other cpu intensive jobs (data archive is also largest and most capable machine)
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Data Processing Lessons

• transitioning to HPC is hard.  most resources are not geared to data intensive 
applications. (100 $/TB on the open market, vs >350$/TB at a center)

• nfs can hurt but this is what I can do in an afternoon

• file formats rule the world

• database connection limits are quickly reached, speed matters

• managing data locations can get out of control quickly

41



Typical cluster problem
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(from desktop to HPC)
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hardware
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Typical cluster problem

• mysteriously overloaded machine

• still a mystery as we speak but 
definitely io related

42

load on 8 core head node

• management overhead step 
(from desktop to HPC)
managing 1PB distributed on hardware with multiple use cases on <<99% 
hardware
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Conclusions: Challenges
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Tracking Data through its lifetime

Bootstrapping onto HPC

Being smart about metadata


